Incremental net benefit in randomized clinical trials with quality-adjusted survival
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SUMMARY

Owing to induced dependent censoring, estimating mean costs and quality-adjusted survival in a cost-effectiveness comparison of two groups using standard life-table methods leads to biased results. In this paper we propose methods for estimating the difference in mean costs and the difference in mean effectiveness, together with their respective variances and covariance in the presence of dependent censoring. We consider the situation in which the measure of effectiveness is either the probability of surviving a duration of interest or mean quality-adjusted survival time over a duration of interest. The methods are illustrated in an example using an incremental net benefit analysis. Copyright © 2003 John Wiley & Sons, Ltd.
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1. INTRODUCTION

It is becoming increasingly common for researchers to collect patient-level cost data in addition to effectiveness outcomes in randomized clinical trials. As a result there have been many publications [1–27] regarding the development of statistical methods for the design and analysis of cost-effectiveness studies. Initially authors concentrated on providing inference on incremental cost-effectiveness ratios (ICER), but emphasis has recently shifted to incremental net benefit (INB) [21–27], for which the ICER can be thought of as a special case [25–27]. To conduct an INB analysis one need only estimate the difference in mean effectiveness and the difference in mean costs, along with their associated variances and covariance. If all patients are followed for the duration of interest, sample means, variances and covariances are all that are required [26, 27]. However, for censored data, calculations become considerably
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more complex [27–35]. Willan and Lin [27] provide solutions for parameter estimation when censoring is present and the measure of effectiveness is mean survival. Recently [29–35] other methods have been proposed for estimating mean cost and quality-adjusted survival in the presence of censoring. Simulation results [31–33] indicated that these estimators have similar bias and variance as those proposed by Lin et al. [28]. In this paper we provide a solution, using methods similar to those of Lin et al. [28] and Willan and Lin [27], for the situation in which censoring is present and the measure of effectiveness is either the probability of surviving a duration of interest or mean quality-adjusted survival time over a duration of interest. The statistical model and the solutions are given in Section 2, followed by examples of INB analyses in Section 3.

2. METHODS

2.1. Notation and derivation

In a two-arm randomized controlled trial let \( c_{ij} \) be the total cost over the duration of interest for patient \( i \) on therapy \( j \), where \( j = T \) (treatment), \( S \) (standard), \( i = 1, 2, \ldots, n_j \), and \( n_j \) is the number of patients randomized to therapy \( j \). Let \( E(C_{ij}) = v_j \) and \( \Delta_c = v_T - v_S \). For patient \( i \) on therapy \( j \), let \( D_{ij} \) and \( U_{ij} \) be the times from randomization to death and censoring, respectively. Let \( S_j(t) = \Pr(D_{ij} \geq t) \), \( X_{ji} = \min(D_{ij}, U_{ij}) \) and \( \delta_{ji} = I\{D_{ij} < U_{ij}\} \), where \( I \) is the indicator function.

A valid method for estimating \( \Delta_c \) is proposed by Lin et al. [28]. In this method the duration of interest \( (0, \tau) \) is divided into \( K \) intervals \( [a_k, a_{k+1}) \), where \( 0 = a_1 < a_2 < \cdots < a_{k+1} = \tau \). Let \( C_{jki} \) be the observed cost for patient \( i \) in group \( j \) during interval \( k \). Let \( Y_{jk} = \sum_{i=1}^{n_j} I\{X_{ji} \geq a_k \text{ and } (X_{ji} \geq a_{k+1} \text{ or } \delta_{ji} = 1)\} \) indicate whether patient \( i \) on therapy \( j \) is known to be alive at \( a_k \) and is not censored in \( [a_k, a_{k+1}) \), and let \( Y_{jk} = \sum_{i=1}^{n_j} I\{X_{ji} \geq a_k \} \). Let \( \tilde{C}_{jki} = \sum_{i=1}^{n_j} I\{X_{ji} \geq a_k \} \) and let \( \hat{C}_{jki} = \sum_{i=1}^{n_j} (Y_{jki} C_{jki})/Y_{jk} \) be the average cost of these patients. Then \( v_j \) is estimated by \( \hat{v}_j = \sum_{k=1}^{K} \tilde{S}(a_k) \tilde{C}_{jki} \), where \( \tilde{S}(t) \) is the product-limit estimate for \( S_j(t) \), the probability of surviving beyond \( t \) in the \( j \)th group. The estimator of the variance of \( \hat{v}_j \) is given by

\[
\hat{V}(\hat{v}_j) = \frac{1}{\sum_{j=1}^{J} \sum_{i=1}^{K} \sum_{k=1}^{K} \hat{Z}_{jki}^{(c)} \hat{Z}_{jkl}^{(c)}}
\]

where

\[
\hat{Z}_{jki}^{(c)} = \frac{(C_{jki} - \tilde{C}_{jki}) \hat{S}(a_k) Y_{jk} - \hat{S}(a_k) \tilde{C}_{jki}}{Y_{jk}} - \frac{I\{X_{ji} \leq a_k \} \delta_{ji}}{R_{ji}} - \sum_{l=1}^{n_j} I\{X_{ji} \leq \min(X_{ji}, a_k) \} \delta_{jl} \frac{R_{jl}^2}{R_{jl}^2}
\]

and \( R_{jl} = \sum_{i=1}^{n_j} I\{X_{ji} \geq X_{jl}\} \). Thus \( \Delta_c \) is estimated by \( \hat{\Delta}_c = \hat{v}_T - \hat{v}_S \) and the estimated variance for \( \hat{\Delta}_c \) is given by \( \hat{V}(\hat{\Delta}_c) = \hat{V}(\hat{v}_T) + \hat{V}(\hat{v}_S) \). Details are given in the Appendix.

2.2. Probability of surviving the duration of interest

If the measure of effectiveness is the probability of surviving the duration of interest, then the parameter of interest in the comparison of therapies is \( \Delta_c = S_T(\tau) - S_S(\tau) \). Let \( t_{jh} \), where
t_{j,h-1} < t_{jh}, h = 1, 2, \ldots, L_j$, be unique times to death for patients on therapy $j$. Then the product-limit estimator of $S_j(\tau)$ is given by

$$\hat{S}_j(\tau) = \prod_{h|t_{jh} < \tau} (1 - d_{jh}/n_{jh})$$

where $d_{jh}$ are the number of deaths on therapy $j$ at time $t_{jh}$, and $n_{jh}$ is the number of patients still at risk at time $t_{jh}$. The estimator of the variance of $\hat{S}_j(\tau)$ is given by $\hat{V}(\hat{S}_j(\tau)) = \sum_{i=1}^{n_j} (\hat{Z}_{ji}^{(e)})^2$, where

$$\hat{Z}_{ji}^{(e)} = -\hat{S}_j(\tau) \left( \frac{I\{X_{ji} \leq \tau\} \delta_{ji}}{R_{ji}} - \sum_{l=1}^{n_j} \frac{I\{X_{jl} \leq \min(\tau, X_{ji})\} \delta_{jl}}{R_{jl}^2} \right)$$

The estimator of $\Delta_e$ is given by $\hat{\Delta}_e = \hat{S}_T(\tau) - \hat{S}_S(\tau)$, with estimated variance given by $\hat{V}(\hat{\Delta}_e) = \hat{V}(\hat{S}_T(\tau)) + \hat{V}(\hat{S}_S(\tau))$. The estimated covariance between $\hat{\Delta}_e$ and $\hat{\Delta}_c$ is given by

$$\hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = \hat{C}(\hat{S}_T(\tau), \hat{\tau}_T) + \hat{C}(\hat{S}_S(\tau), \hat{\tau}_S) = \sum_{j=1}^{n_j} \sum_{k=1}^{n_j} \hat{Z}_{ji}^{(e)} \sum_{l=1}^{n_k} \hat{Z}_{kl}^{(e)}$$

Details are given in the Appendix.

### 2.3. Quality-adjusted survival

The standard application of survival analysis methods to quality-adjusted survival leads to biased estimators of the mean quality-adjusted survival [27, 29, 36]. Consequently, we propose using methods similar to those used in Section 2.1. Let $q_{ji}$ be the quality adjusted survival for the duration of interest for patient $i$ on therapy $j$. Let $E(q_{ji}) = \mu_j$ and $\Delta_e = \mu_T - \mu_S$. Recall that the duration of interest $(0, \tau]$ is divided into the $K$ sub-intervals $[a_1, a_2, \ldots, a_{K+1} = \tau]$. Let $q_{kji}$ be the observed quality of life experienced by the patient $i$ on therapy $j$ during time interval $k$. The quantities $q_{kji}$ can be determined in the following way. Suppose patient $i$ on therapy $j$ has $B_{ji}$ quality of life measures taken at $t_{j1i}, t_{j2i}, \ldots, t_{jmi}$ with respective scores $Q_{j1i}, Q_{j2i}, \ldots, Q_{jmi}$. Then $q_{kji} = \int_{a_k}^{a_{k+1}} Q(t) \, dt$, where

$$Q(t) = \begin{cases} 
Q_{j1i} : & 0 \leq t < t_{j1i} \\
Q_{jhi} + \frac{(Q_{jhi+1} - Q_{jhi})(t - t_{jhi})}{t_{jhi+1} - t_{jhi}} : & t_{jhi} \leq t < t_{jhi+1} \\
Q_{jmi} : & t_{jmi} \leq t < X_{ji} \\
0 : & t \geq X_{ji}
\end{cases}$$

Let $\tilde{q}_{jk} = \sum_{i=1}^{n_j} (Y_{ji}q_{kji})/Y_{jk}$. Then $\hat{\mu}_j = \sum_{k=1}^{K} \hat{S}(a_k)\tilde{q}_{jk}$. The estimator of the variance of $\hat{\mu}_j$ is given by

$$\hat{V}(\hat{\mu}_j) = \sum_{i=1}^{n_j} \sum_{k=1}^{K} \sum_{l=1}^{K} \hat{Z}_{ji}^{(e)} \hat{Z}_{kl}^{(e)}$$

where

\[ \hat{Z}_{jki}^{(e)} = \frac{(q_{jki} - \bar{q}_{jk}) \hat{S}_j(a_k) Y_{jki}}{Y_{jk}} \]

\[ - \hat{S}_j(a_k) \bar{q}_{jk} \left( \frac{I\{X_{ji} \leq a_k\} \delta_{ji}}{R_{ji}} - \sum_{l=1}^{n_j} I\{X_{jl} \leq \min(a_k, X_{ji})\} \delta_{jl} \right) \]

Thus \( \hat{\Delta}_e = \mu_T - \hat{\Delta}_c \) and \( \hat{V}(\hat{\Delta}_e) = \hat{V}(\mu_T) + \hat{V}(\mu_S) \). The estimated covariance between \( \hat{\Delta}_e \) and \( \hat{\Delta}_c \) is given by

\[ \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = \sum_{j=1}^{n_j} \sum_{i=1}^{K} \sum_{k=1}^{K} \hat{Z}_{jki}^{(e)} \hat{Z}_{jki}^{(c)} \]

Details are given in the Appendix. An SAS program for estimating the parameters for all three measures of effectiveness can be found on the web site www.andywillan.com/programs.

3. EXAMPLES

3.1. Incremental net benefit analysis

The INB, given as a function of the willingness-to-pay \( \lambda \), is defined as \( b(\lambda) = \lambda \Delta_e - \Delta_c \) and is estimated by \( \hat{b}(\lambda) = \lambda \hat{\Delta}_e - \hat{\Delta}_c \). The variance of \( b(\lambda) \) is estimated by \( \hat{V}(\hat{b}(\lambda)) = \lambda^2 \hat{V}(\hat{\Delta}_e) + \hat{V}(\hat{\Delta}_c) - 2\lambda \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) \). Thus the null hypothesis, \( H_0 : b(\lambda) = 0 \), versus the alternative hypothesis \( H_1 : b(\lambda) > 0 \), can be rejected at the level \( \alpha \) if \( \hat{b}(\lambda) / \sqrt{\hat{V}(\hat{b}(\lambda))} \) exceeds \( z_{1-\alpha} \), where \( z_{1-\alpha} \) is the \( 1 - \alpha \) percentile of the standard normal random variable. In addition, the 100(1 - \( \alpha / 2 \)) per cent confidence limits for \( b(\lambda) \) are given by \( \hat{b}(\lambda) \pm z_{1-\alpha/2} / \sqrt{\hat{V}(\hat{b}(\lambda))} \). Most often an INB analysis is performed as a function of \( \lambda \) and illustrated in a plot of \( \hat{b}(\lambda) \) versus \( \lambda \). The slope of the plot is \( \hat{\Delta}_e \) and the vertical intercept is \( -\hat{\Delta}_c \). It is worth noting that the horizontal intercept of \( \hat{b}(\lambda) \) is the estimate of the ICER, that is, \( \hat{b}(\hat{\Delta}_c/\hat{\Delta}_e) = 0 \). Furthermore, the horizontal intercepts of the confidence limits for \( b(\lambda) \) provide the Fieller confidence limits for the ICER [25–27].

Therefore, to carry out a statistical analysis of INB the following five parameters must be estimated: \( \Delta_e, \Delta_c, V(e), V(c), C(e, c) \). In Section 2, estimators for these parameters are derived for the situation in which the measure of effectiveness is either the probability of surviving the duration of interest or mean quality-adjusted survival. These methods are illustrated in Sections 3.2 and 3.3, respectively.

3.2. Probability of surviving the duration of interest

In a trial of patients at risk of cardiac arrest, a total of 659 patients with resuscitated ventricular fibrillation or sustained ventricular tachycardia or with unmonitored syncope were randomized between amiodarone (S) and implantable cardioverter defibrillator (T) during the period from October 1990 to January 1997. Owing to budgetary constraints, the costs were collected on the first 430 patients only. The primary outcome measure was all-cause mortality. The clinical
results are reported in Connolly et al. [37], and the economic evaluation in O’Brien et al. [38]. A non-significant reduction in the risk of death was observed with T, from 10.2 per cent per year to 8.3 per cent per year (19.7 per cent relative risk reduction; 95 per cent confidence interval, −7.7 to 40 per cent; \(P = 0.142\)). For the economic results reported below, the duration of interest is 6.42 (77 months), that is, \(\tau = 6.42\). Censoring is present since not all patients were followed for 77 months.

If the measure of effectiveness is the probability of surviving, then the willingness-to-pay is expressed as CAD$ per life saved. The relevant parameters, estimated using the procedures given in Section 2.2, can be found in Table I. Cost is given in CAD$. \(\hat{b}(\lambda)\) and the corresponding 95 per cent confidence limits are plotted as a function of \(\lambda\) in Figure 1. For \(\lambda = CAD$ 100 000 per life saved, the estimate of INB is −CAD$ 46 174 with confidence interval −CAD$ 61 540 to −CAD$ 30 808. The slope of \(\hat{b}(\lambda)\) is positive (that is, \(\hat{\Delta}_e = 0.0207 > 0\)), illustrating that treatment was observed to increase the probability of surviving 77 months. The estimate of the ICER, given by the horizontal intercept, is 233 098 CAD$/life saved. The Fieller lower confidence limit for the ICER, given by the horizontal intercept of the upper confidence limit for \(\hat{b}(\lambda)\), is 305 094 CAD$/life saved. The lower confidence limit for \(\hat{b}(\lambda)\) does not cross the horizontal axis, indicating that there is no upper limit for the ICER. One interprets this to mean that arbitrarily large values for the ICER are not inconsistent with the data, which is to be expected since the difference in effectiveness is not statistically significant.

3.3. Quality-adjusted survival

Utility-based quality of life data were not collected in this trial. Therefore, for illustration we randomly generated the quality of life scores \(q_{jki}\) as \((a_{k+1} - a_k)\Phi(W_{jki}),\) where \(W_{jki}\) is a randomly generated normally distributed random variable with mean \((1+1.75 \times I\{j = T\})\) and unit variance and \(\Phi\) is the cumulative probability distribution for the standard normal random variable, that is, \(\Phi(z_{1-x}) = 1 - x.\) Thereby, we have made treatment artificially superior to standard with respect to quality-adjusted survival.

The relevant parameters, estimated using the procedures given in Section 2.3, can be found in Table II. Because the measure of effectiveness is quality-adjusted survival, the willingness-to-pay is expressed as CAD$ per quality-adjusted life-year (QALY). \(\hat{b}(\lambda)\) and the corresponding 95 per cent confidence limits are plotted as a function of \(\lambda\) in Figure 2. For \(\lambda = CAD$ 50 000 per QALY, the estimate of INB is CAD$ 10 101 with confidence interval −CAD$ 9 162 to CAD$ 29 364. The slope of \(\hat{b}(\lambda)\) is positive (that is, \(\hat{\Delta}_e = 1.167 > 0\)), illustrating that treatment was observed to increase quality-adjusted survival over the 77-month duration of interest. The vertical intercept is negative (that is, \(\hat{\Delta}_e = 48.244 > 0\)), illustrating that treatment

| Table I. Sample sizes and parameter estimates for the example with probability surviving 77 months as the measure of effectiveness. |
|---|---|---|---|---|---|
| \(n_j\) | \(\hat{S}_j(\tau)\) | \(\hat{v}_j\) | \(\hat{V}(\hat{S}_j(\tau))\) | \(\hat{V}(\hat{v}_j)\) | \(\hat{C}(\hat{S}_j(\tau), \hat{v}_j)\) |
| Treatment | 212 | 0.587 | 87 103 | 0.00284 | 8 461 538 | 13.560 |
| Standard | 218 | 0.567 | 38 889 | 0.00196 | 6 517 608 | −5.592 |

\(\hat{\Delta}_e = 0.0207; \hat{\Delta}_c = 48.244; \hat{V}(\hat{\Delta}_e) = 0.00481; \hat{V}(\hat{\Delta}_c) = 14 979 146; \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = 7.968.\)
Figure 1. Incremental net benefit and confidence limits for probability of surviving duration of interest.

Table II. Sample sizes and parameter estimates for the example with quality-adjusted survival as the measure of effectiveness.

<table>
<thead>
<tr>
<th></th>
<th>$n_i$</th>
<th>$\hat{\mu}_i$</th>
<th>$\hat{\nu}_i$</th>
<th>$\hat{V}(\hat{\mu}_i)$</th>
<th>$\hat{V}(\hat{\nu}_i)$</th>
<th>$\hat{C}(\hat{\mu}_i, \hat{\nu}_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>212</td>
<td>4.860</td>
<td>87 103</td>
<td>0.02315</td>
<td>8 461 538</td>
<td>122.898</td>
</tr>
<tr>
<td>Standard</td>
<td>218</td>
<td>3.693</td>
<td>38 859</td>
<td>0.01471</td>
<td>6 517 608</td>
<td>7.351</td>
</tr>
</tbody>
</table>

$\hat{\Delta}_c = 1.167; \hat{\Delta}_c = 48244; \hat{V}(\hat{\Delta}_c) = 0.03786; \hat{V}(\hat{\Delta}_c) = 14979.146; \hat{C}(\hat{\Delta}_c, \hat{\Delta}_c) = 130.25.$

was observed to increase cost. The graphs provide a confidence interval for $\Delta_c$ of CAD$ 40,658 to CAD$ 55,830 (the negative of the vertical intercepts). The estimate of the ICER, given by the horizontal intercept, is 41 344 CAD$/QALY. The Fieller confidence interval for the ICER, defined by the horizontal intercept of the confidence limits for $b(\lambda)$, is 30 442 to 61 310 CAD$/QALY.
4. DISCUSSION

In this paper we have extended the methods for performing cost-effectiveness analysis in the presence of censoring proposed by Willan and Lin [27] to the situation in which the measure of effectiveness is either the probability of surviving the duration of interest or mean quality-adjusted survival. We have done this in the context of INB, but by varying the willingness-to-pay in a sensitivity analysis, inference about the ICER is also possible.

Methods initially proposed by Lin et al. [28], often referred to as the direct method, were used to account for the induced dependent censoring present on the cost and quality-adjusted survival scales. Since patients accumulated cost and quality-adjusted survival at different rates, there is a positive correlation between the amounts accumulated to death and censoring. Because of the positive correlation, the application of standard life-table methods would provide overestimates of mean cost and quality-adjusted survival. Other methods, sometimes referred to as inverse weighting, have been proposed for estimating mean costs [30, 31, 33, 34] and mean quality-adjusted survival [29] in the presence of censoring. The advantage of inverse weighting is that it allows for arbitrary censoring, whereas for completely unbiased
estimators, the \textit{direct} methods requires that the censoring take place at the beginning or end of the intervals defined by the $a_k$’s.

\section*{APPENDIX}

According to Lin \textit{et al}. [28], $n_j^{1/2} (\hat{v}_j - v_j)$ can be represented by a sum of zero-mean i.i.d. random variables:

$$n_j^{1/2} (\hat{v}_j - v_j) = n_j^{-1/2} \sum_{i=1}^{n_j} \sum_{k=1}^{K} Z_{jki}^{(c)} + o_p(1)$$

where

$$Z_{jki}^{(c)} = \frac{S_j(a_k) Y_{jki} (C_{jki} - v_{jki})}{E(Y_{jki})} - v_{jki} S_j(a_k) \int_0^{s_k} \frac{dM_j(t)}{Pr(X_{ji} \geq t)}$$

$$v_{jki} = E(C_{jki} | Y_{jki} = 1)$$

$$M_j(t) = \delta_j I\{X_j \leq t\} - \int_0^t I\{X_j > t\} d\Lambda_j(t)$$

and $\Lambda_j(t)$ is the cumulative hazard function of the survival time in the $j$th group, where $E$ is the expectation function. Similarly, $n_j^{1/2} (\hat{S}_j(\tau) - S_j(\tau))$ and $n_j^{1/2} (\hat{\mu}_j - \mu)$ can be represented by sums of zero-mean i.i.d. random variables:

$$n_j^{1/2} (\hat{S}_j(\tau) - S_j(\tau)) = n_j^{-1/2} \sum_{i=1}^{n_j} \sum_{k=1}^{K} Z_{jki}^{(c)} + o_p(1)$$

$$n_j^{1/2} (\hat{\mu}_j - \mu_j) = n_j^{-1/2} \sum_{i=1}^{n_j} \sum_{k=1}^{K} Z_{jki}^{(c)} + o_p(1)$$

where

$$Z_{jki}^{(c)} = - S_j(\tau) \int_0^{\tau} \frac{dM_j(t)}{Pr(X_{ji} \geq t)}$$

$$Z_{jki}^{(c)} = \frac{S_j(a_k) Y_{jki} (\mu_{jki} - \mu_{jki})}{E(Y_{jki})} - S_j(a_k) \mu_{jki} \int_0^{s_k} \frac{dM_j(t)}{Pr(X_{ji} \geq t)}$$

and $\mu_{jki} = E(q_{jki} | Y_{jki} = 1)$. It then follows from the multivariate central limit theorem that $n_j^{1/2} (\hat{v}_j - v_j)$ and $n_j^{1/2} (\hat{S}_j(\tau) - S_j(\tau))$ are asymptotically bivariate normal with zero means

$$V(n_j^{1/2} (\hat{v}_j - v_j)) = E \left( \sum_{k=1}^{K} \sum_{l=1}^{K} Z_{jkl}^{(c)} Z_{jkl}^{(c)} \right)$$

$$V(n_j^{1/2} (\hat{S}_j(\tau) - S_j(\tau))) = E(Z_{j1}^{(c)})^2$$

$$C(n_j^{1/2} (\hat{S}_j(\tau) - S_j(\tau)), n_j^{1/2} (\hat{v}_j - v_j)) = E \left( \sum_{k=1}^{K} Z_{jki}^{(c)} \sum_{l=1}^{K} Z_{jkl}^{(c)} \right)$$

and $n_j^{1/2}(\hat{v}_j - v_j)$ and $n_j^{1/2}(\hat{\mu}_j - \mu_j)$ are also asymptotically bivariate normal with zero means

$$V(n_j^{1/2}(\hat{\mu}_j - \mu_j)) = E\left(\sum_{k=1}^{K} \sum_{l=1}^{K} \hat{Z}_{jk}^{(e)} \hat{Z}_{jl}^{(e)}\right)$$

and

$$C(n_j^{1/2}(\hat{\mu}_j - \mu_j), n_j^{1/2}(\hat{v}_j - v_j)) = E\left(\sum_{k=1}^{K} \sum_{l=1}^{K} \hat{Z}_{jk}^{(e)} \hat{Z}_{jl}^{(e)}\right)$$

where $V$ and $C$ are the variance and covariance functions, respectively. For large samples, $V(\hat{v}_j)$, $V(\hat{S}_j(\tau))$, $V(\hat{\mu}_j)$, $C(\hat{S}_j(\tau), \hat{v}_j)$ and $C(\hat{\mu}_j, \hat{v}_j)$ are estimated, respectively, by

$$\hat{V}(\hat{v}_j) = \sum_{i=1}^{n_j} \sum_{k=1}^{K} \sum_{l=1}^{K} \hat{Z}_{jk}^{(c)} \hat{Z}_{jl}^{(c)}$$

$$\hat{V}(\hat{S}_j(\tau)) = \sum_{i=1}^{n_j} (\hat{Z}_{ji}^{(e)})^2$$

$$\hat{V}(\hat{\mu}_j) = \sum_{i=1}^{n_j} \sum_{k=1}^{K} \sum_{l=1}^{K} \hat{Z}_{jk}^{(c)} \hat{Z}_{jl}^{(c)}$$

$$\hat{C}(\hat{S}_j(\tau), \hat{v}_j) = \sum_{i=1}^{n_j} \left(\hat{Z}_{ji}^{(e)} \sum_{k=1}^{K} \hat{Z}_{ki}^{(c)}\right)$$

and

$$\hat{C}(\hat{\mu}_j, \hat{v}_j) = \sum_{i=1}^{n_j} \sum_{k=1}^{K} \sum_{l=1}^{K} \hat{Z}_{jk}^{(c)} \hat{Z}_{jl}^{(c)}$$

where $\hat{Z}_{jk}^{(c)}$, $\hat{Z}_{ji}^{(e)}$ and $\hat{Z}_{jk}^{(e)}$ are obtained from $Z_{jk}^{(c)}$, $Z_{ji}^{(e)}$ and $Z_{jk}^{(e)}$, respectively, by replacing all the unknown parameters with their sample estimators.
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