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SUMMARY
There are three approaches to health economic evaluation for comparing two therapies. These are (i) cost minimization, in which one assumes or observes no difference in effectiveness, (ii) incremental cost-effectiveness, and (iii) incremental net benefit. The latter can be expressed either in units of effectiveness or costs. When analysing data from a clinical trial, expressing incremental net benefit in units of cost allows the investigator to examine all three approaches in a single graph, complete with the corresponding statistical inferences. Furthermore, if costs and effectiveness are not censored, this can be achieved using common two-sample statistical procedures. The above will be illustrated using two examples, one with censoring and one without.

1. INTRODUCTION

It is becoming quite common in randomized controlled trials to collect patient-level cost data along with measures of effectiveness. This allows conventional principles of statistical inference to be used to quantify the uncertainty in cost-effectiveness analyses. Initial efforts were concentrated on providing confidence intervals for incremental cost-effectiveness ratios (ICER) [1–10], but more recently the concept of incremental net benefit (INB) [11–14] has been proposed as an alternative. Using a net benefit approach solves a number of problems associated with the ICER. The confidence intervals for the ICER can include undefined values or may even be completely undefined. It fails to account for opportunity costs, and even more perplexing, two totally opposite results can have the same ICER. Also, negative ICERs are difficult to interpret and are not properly ordered.

In this paper we show that by varying the value given to a unit of effectiveness, the net benefit approach can include cost minimization and ICER analyses. The statistical model is outlined in the rest of this section. The methods for uncensored and censored data are given in Section 2, followed by examples of both in Section 3. Power and sample size issues are discussed in Section 4.
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2. METHODS

2.1. The model

In a two-arm randomized control trial let \( e_{ji} \) and \( c_{ji} \) be the respective measures of effectiveness and cost for patient \( i \) on therapy \( j \), where \( j = T \) (treatment), \( S \) (standard), \( i = 1, 2, \ldots, n_j \) and \( n_j \) is the respective sample size. Let

\[
E\left( \begin{pmatrix} e_{ji} \\ c_{ji} \end{pmatrix} \right) = \begin{pmatrix} \mu_j \\ \rho_j \end{pmatrix}, \quad V\left( \begin{pmatrix} e_{ji} \\ c_{ji} \end{pmatrix} \right) = \begin{pmatrix} \sigma_j^2 & \rho_j \sigma_j \omega_j \\ \rho_j \sigma_j \omega_j & \omega_j^2 \end{pmatrix} ; \quad \mu = \mu_T - \mu_S \quad \text{and} \quad v = v_T = v_S
\]

where \( V \) is the variance-covariance function. Typically, \( e_{ji} \) is the patient’s survival time (perhaps quality-adjusted) from randomization to death. Unless all patients are followed until death or for the entire duration of interest, censoring is said to occur.

In cost minimization, where \( \mu \) is assumed to be zero, the parameter of interest is \( v \), which is the added cost of giving a patient treatment rather than standard. A negative difference favours treatment and a positive difference favours standard. The ICER is defined as \( v/\mu \), and measures the increase in cost of achieving each extra unit of effectiveness (for example, year of life) using treatment rather than standard. The incremental net benefit, expressed in costs, is defined as \( b = \mu \lambda - v \), where \( \lambda \) is the value given to a unit of effectiveness. The quantity \( b \) is the net benefit, expressed in money, of giving a patient treatment rather than standard, with positive difference favouring treatment and a negative difference favouring standard. Typically \( \lambda \) is varied in a sensitivity analysis, and incremental net benefit is expressed as \( b(\lambda) \).

Noting that \( b(0) = -v \) illustrates that cost minimization is a special case of net benefit. Similarly, observing that \( b(v/\mu) = 0 \) demonstrates the connection between the ICER and incremental net benefit. Therefore, in a cost-effectiveness analysis, one need only estimate \( b(\lambda) \), and its confidence limits, and graph them as a function of \( \lambda \). These graphs cross the vertical axis at minus the cost difference and the horizontal axis at the ICER, defining the respective estimates and the corresponding confidence intervals. The confidence interval for the ICER given by the horizontal intercepts are identical to those provided by Fieller’s theorem [2, 3].

2.2. Uncensored data

If all patients are followed until death or for the entire duration of interest, then the observed measures of effectiveness and cost are not censored. In this case the sample means, variance and covariances can be used to estimate the model parameters, and the estimator of \( b(\lambda) \) and its estimated variance are given by

\[
\hat{b}(\lambda) = (\hat{\mu}_T - \hat{\mu}_S) \lambda - (\hat{v}_T - \hat{v}_S) = \hat{\mu}_T - \hat{v} \\
\hat{V}[\hat{b}(\lambda)] = \sum_{j=S,T} \frac{1}{n_j} (\hat{\sigma}_j^2 \lambda^2 + \hat{\omega}_j^2 - 2 \hat{\sigma}_j \hat{\omega}_j \hat{\lambda})
\]

respectively. The 100(1 - \( z \)) per cent confidence limits are given by \( \hat{b}(\lambda) \pm z_{(1-\alpha/2)} \sqrt{\hat{V}[\hat{b}(\lambda)]} \), where \( z_{(1-\alpha/2)} \) is the (1 - \( \frac{\alpha}{2} \)) 100th percentile of the standard normal distribution.
Alternatively, identical results can be achieved by defining net benefit for each patient as $b_j(\lambda) = e_j + c_j$, and defining $\hat{b}_j(\lambda)$ and $\hat{v}_j(\lambda)$ as the sample means and variances, respectively. The estimator of $b(\lambda)$ and its estimated variance are then given by

$$\hat{b}(\lambda) = \hat{b}_T(\lambda) - \hat{b}_S(\lambda)$$

and

$$\hat{V}[\hat{b}(\lambda)] = \sum_{j=S,T} \hat{v}_j(\lambda) n_j$$

$$= \sum_{j=S,T} \frac{1}{n_j(n_j - 1)} \left[ \lambda^2 \sum_{i=1}^{n_j} (e_{ji} - \hat{\mu}_j)^2 + \sum_{i=1}^{n_j} (c_{ji} - \hat{v}_j)^2 - 2\lambda \sum_{i=1}^{n_j} (e_{ji} - \hat{\mu}_j)(c_{ji} - \hat{v}_j) \right]$$

Thus, net benefit analysis for uncensored data can be accomplished using common two-sample procedures.

By calculating $\hat{b}(\lambda)$ and the confidence limits for a wide range of $\lambda$, and graphing them as a function of $\lambda$, inference regarding incremental net benefit can be made as a function of $\lambda$. The estimate and confidence limits for the difference in cost are given by the vertical intercepts and for the ICER by the horizontal intercepts.

2.3. Censored data

If patients are not followed until death or for the entire duration of interest, the data will be censored and some of the $c_{ji}$’s and $e_{ji}$’s will not be observed. In this case, assuming that duration of survival is the primary measure of effectiveness, life-table methods must be employed to estimate the means, variances and covariances. Let the duration of interest be $\tau$, and let $t_{jk}$ ($k = 1, 2, \ldots, L_j$) be all the times to death for patients on therapy $j$. (The $t_{jk}$’s are the unique $L_j$ values of the observed $e_{ji}$’s.) The product-limit estimates [15] of the survival curves are

$$\hat{S}_j(t) = \prod_{l=0}^{k-1} \left( 1 - \frac{d_{jl}}{n_{jl}} \right)$$

for $t_{j,k-1} \leq t < t_{jk}$ where $d_{jl}$ are the number of deaths on therapy $j$ at time $t_{jl}$, $n_{jl}$ are the number of patients still at risk at time $t_{jl}$, $t_{j0} = d_{j0} = 0$ and $n_{j0} = n_j$. The estimates of mean survival time [16] is the area under the curves to time $\tau$ and is given by

$$\hat{\mu}_j = \int_0^\tau \hat{S}_j(u) \, du = \sum_{k:0 \leq t_{jk} < \tau} \{ \hat{S}_j(t_{jk})[\min(t_{j,k+1}, \tau) - t_{j,k}] \}$$

The formulation of $\hat{V}(\hat{\mu}_j)$, the variance estimator for $\hat{\mu}_j$, is given in the Appendix. These methods assume that the censoring is non-informative.

A similar approach, in which the costs accumulated until death replace the $t_{jk}$’s, cannot be used for estimating the mean cost because the censoring is informative on the cost scale. Patients accumulate costs at different rates. Therefore, there is a positive correlation between the costs a patient accumulates until death and the costs he or she accumulates until censoring.
As a result, the life-table estimate of mean cost is positively biased. A valid method is proposed by Lin et al. [17]. In this method the duration of interest is divided into the $K$ intervals $[x_k, x_{k+1})$, where $0 = x_1 < x_2 < \cdots < x_{K+1} = \tau$. The quantity $m_{jk}$ is defined as the number of patients on therapy $j$ who are alive at $x_k$ and are not censored (although may die) before $x_{k+1}$, and $c_{jk}$ is the average cost incurred during the interval $[x_k, x_{k+1})$ by these $m_{jk}$ patients. Then $\hat{v}_j = \sum_{k=1}^{K} \hat{S}(x_k) c_{jk}$. The formulations of $\hat{V}(\hat{v}_j)$, the variance estimator for $\hat{v}_j$, and $\hat{C}(\hat{\mu}_j, \hat{v}_j)$, the estimator of the covariance between $\hat{\mu}_j$ and $\hat{v}_j$, are given in the Appendix.

3. EXAMPLES

3.1. Uncensored data – prostate

In a trial of symptomatic hormone resistant prostate cancer [18, 19], 161 patients were randomized between prednisone alone (S) and prednisone plus mitoxantrone (T). Although there was no statistically significant difference in survival, there was better palliation with T. Cost data, including hospital admissions, outpatient visits, investigations, therapies and palliative care, were collected retrospectively on the 114 patients from the three largest centres. Survival was quality-adjusted using the EORTC quality of life questionnaire QLQ-C30. All patients were followed until death.

The sample means and the sample variance-covariance information can be found in Table I. Cost is given in Canadian dollars (CAD$) and effectiveness in quality-adjusted life-weeks (QALW). Using the values given in Table I, $\hat{b}(\lambda)$ and the corresponding 90 per cent confidence limits were calculated for various values of $\lambda$ and plotted in Figure 1. For $\lambda = 1000$ (approximately $50,000$/quality-adjusted life-year) the estimated net benefit is $14,517 with confidence interval $3662 to $25,372. Ninety per cent confidence intervals were used to be consistent with a required 5 per cent test of the hypothesis $\hat{b}(\lambda) = 0$ versus $\hat{b}(\lambda) > 0$. The slope of $\hat{b}(\lambda)$ is positive (that is, $\hat{v} = -1717 < 0$), illustrating that treatment was observed to increase effectiveness. The vertical intercept is also positive (that is, $\hat{\mu} = 12.8 > 0$), illustrating that treatment was observed to decrease cost. This ‘win–win’ observation is illustrated by a negative value for the estimate of ICER, given by the horizontal intercept, of $-134$ CAD$/QALW$. The graphs provide confidence intervals for $v$ of $-7946$ to $4512$ (the negative of the vertical intercepts) and for the ICER of $-1764$ to $378$ (the horizontal intercepts). The confidence intervals for the ICER are identical to those provided by Fieller’s theorem [2, 3]. The lower 90 per cent confidence limit for the incremental net benefit is positive for values of $\lambda$ greater than $378$ CAD$/QALW$, that is, greater than approximately 20,000 CAD$/QALY$.

If there are concerns regarding the sample estimates in the presence of right skewing, as is often the case with cost data, the bootstrap estimates provide an alternative. The bootstrap estimates, using 1500 re-samples, provide a 90 per cent confidence interval for the ICER of $-1802$ to $362$, which is very close to the Fieller interval.

Table I. Sample sizes and parameter estimates for the prostate example.

<table>
<thead>
<tr>
<th></th>
<th>$n_j$</th>
<th>$\hat{\mu}_j$</th>
<th>$\hat{v}_j$</th>
<th>$\hat{\sigma}_j^2/n_j$</th>
<th>$\hat{\omega}_j^2/n_j$</th>
<th>$\hat{\mu}_j \hat{v}_j/n_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>53</td>
<td>28.1</td>
<td>29,039</td>
<td>16.4</td>
<td>7,872,681</td>
<td>2876</td>
</tr>
<tr>
<td>Treatment</td>
<td>61</td>
<td>40.9</td>
<td>27,322</td>
<td>24.1</td>
<td>6,466,351</td>
<td>2771</td>
</tr>
</tbody>
</table>
3.2. Censored data – the Canadian Implantable Defibrillator Study (CIDS)

In a trial of patients at risk of cardiac arrest, 659 patients were randomized between amiodarone (S) and implantable cardioverter defibrillator (T). The measure of effectiveness was unadjusted survival. Costs were collected prospectively on 430 patients from the centres participating in the economic analysis. Not all patients were followed for the duration of interest of 77 months. By declaring a duration of interest of 77 months, there is an implicit assumption that beyond 77 months the survival curves for the two treatment groups are negligibly different and the two treatment groups are incurring costs at the same rate. Practical considerations, however, require that the duration of interest not exceed the longest survival time, since mean survival is not estimable beyond that point.

The means, variances and covariances were estimated using procedures given in Section 2.2 and the Appendix and can be found in Table II. Cost is given in CAD$ and effectiveness in years. $\hat{b}(\lambda)$ and the corresponding 95 per cent confidence limits are plotted in Figure 2. For $\lambda = $50,000 per life-year, the estimated of net benefit is $-35,246$ with confidence interval $-54,322$ to $-16,569$. The slope of $\hat{b}(\lambda)$ is positive (that is, $\hat{\mu} = 0.26 > 0$), illustrating that treatment was observed to increase survival. The vertical intercept is negative (that

Table II. Sample sizes and parameter estimates for the CIDS example.

<table>
<thead>
<tr>
<th></th>
<th>$n_j$</th>
<th>$\hat{\mu}_j$</th>
<th>$\hat{\nu}_j$</th>
<th>$\hat{V}(\hat{\mu}_j)$</th>
<th>$\hat{V}(\hat{\nu}_j)$</th>
<th>$\hat{C}(\hat{\mu}_j, \hat{\nu}_j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>218</td>
<td>4.651</td>
<td>38.864</td>
<td>0.01913</td>
<td>6,519,142</td>
<td>14.20</td>
</tr>
<tr>
<td>Treatment</td>
<td>212</td>
<td>4.907</td>
<td>87.103</td>
<td>0.01754</td>
<td>8,461,538</td>
<td>124.9</td>
</tr>
</tbody>
</table>
is, $\hat{v} = 49071 > 0$), illustrating that treatment was observed to increase cost. This ‘win–lose’ observation is illustrated by a positive value for the estimate of the ICER, given by the horizontal intercept, of 188 500 CAD$/life-year. The graphs provide a confidence interval for $v$ of 40 653 to 55 825 (the negative of the vertical intercepts). The lower confidence limit for the ICER, given by the horizontal intercept of the upper confidence limit for $b(\lambda)$, is 77 000. The lower confidence limit for $b(\lambda)$ does not cross the horizontal axis, indicating that there is no upper limit for the ICER. One interprets this to mean that arbitrarily large values for the ICER are not inconsistent with the data, which is to be expected since the difference in effectiveness is not statistically significant. The confidence interval for the ICER, calculated using Fieller’s theorem, is displayed on the cost-effectiveness plane in Figure 3. The positive vertical axis is contained in the confidence interval, again illustrating that arbitrarily large values for the ICER are not inconsistent with the data.

4. POWER AND SAMPLE SIZE

The formula for total sample size for net benefit is given by

$$N = \frac{2(z_{1-\alpha} + z_{1-\beta})^2 \sigma_b^2}{\delta^2}$$

$$\sigma_b^2 = \sum_{j=S,T} (\sigma_j^2 \lambda^2 + \omega_j^2 - 2\sigma_j \omega_j \rho_j \lambda)$$

and $\delta$ is the smallest clinically important value of $b(\lambda)$. If we assume that the covariance matrices are equal between treatment groups, the above sample size formula is equivalent to
equation (3) in Laska et al. [20]. The corresponding power function is given by

\[ P(\delta) = \Phi \left( \frac{\delta}{V[\hat{b}(\lambda)]} \right)^{1/2} - z_{1-\alpha} \]

where \( \Phi(z_{1-\gamma}) = 1 - \gamma \). The power curve gives the probability of rejecting the hypothesis \( H: b(\lambda) \leq 0 \) in favor of the hypothesis \( A: b(\lambda) > 0 \), at the level \( \alpha \), for a given \( \delta \).

Providing an estimate of \( \rho_s^2 \) prior to the study can be problematic. An estimate of \( \sigma^2_e \), at least for the standard arm, should be available from previous studies. However, since collecting patient-level cost data in clinical trials has not been common in the past, estimates of \( \rho^2_e \) and \( \rho_s \) may not be readily available. As an alternative, investigators could perform a chart review of some patients with the same condition as proposed for the planned trial (most likely having received standard), collecting those healthcare utilization items that are most responsible for costs, such as days in hospital and procedures. Applying a set of prices to the healthcare utilization items provides a cost per patient from which an estimate of \( \rho^2_e \) can be obtained. Values of \( \rho_s \) could be varied in a sensitivity analysis.

Power curves for the prostate and CIDS examples are found in Figures 4 and 5, respectively. The quantity \( \lambda \) is equal to 1000 CAD$ per QALW in Figure 4 and 50 000 CAD$ per life-year in Figure 5. There are two graphs in each figure. One corresponds to \( \alpha = 0.05 \), a fairly standard approach, and the other to \( \alpha = 0.5 \). Willan [21] suggests that the power curve should pass through 0.5 at the point of indifference. Assuming that we are indifferent between therapies if the net benefit is zero, this is achieved by setting \( \alpha = 0.5 \), and \( H \) is rejected if the net benefit is observed to be positive. This approach has intuitive appeal since there is at least a 50 per cent probability of rejecting \( H \) whenever net benefit is positive. Examining Figure 4 for \( \alpha = 0.5 \) reveals that if this approach was used, there would be only a 5 per cent probability of rejecting \( H \) if standard is superior by 10 500 CAD$ (that is, 10.5 QALW). By symmetry, there would be a 95 per cent probability of rejecting \( H \) if treatment were superior by 10 500 CAD$. The corresponding value in Figure 5 is 470 000 CAD$ (that is, 9.4 years of life). This is an indication that the prostate trial is more powerful than the CIDS trial.
Figure 4. Power curves for the prostate example.

Figure 5. Power curves for the CIDS example.
5. DISCUSSION

In this paper we argue in favour of using INB methodology for analysing cost-effectiveness data where both cost and effectiveness are measured at the patient level. The main advantages are that the INB analysis (i) provides the cost minimization and ICER analyses as special cases and (ii) considers value as well as cost. The ICER is the cost of an extra unit of effectiveness, whereas INB is the difference between the value and the cost. There are other advantages as well.

The ICER analysis derived from INB methodology provides better insight than the Fieller’s theorem approach. In the CIDS example the upper limit of the ICER is less than the lower limit. This appears confusing and may cause investigators mistakenly to reverse the limits and reach totally incorrect conclusions. The situation is seen more clearly using INB methodology. The lower limit of \( b(\lambda) \) is always negative, implying that no value ascribed to a unit of effectiveness would lead to rejection of the null hypothesis that \( b(\lambda) = 0 \) in favour of \( b(\lambda) > 0 \). This means that no matter how much one values a year of life, say, there is no evidence that treatment is cost-effective compared to standard. Although the fact the ICER limits include the positive vertical axis amounts to the same thing, it is less obvious. For some examples the Fieller’s theorem limits may not exist, and the investigators may not know what to conclude. For the INB analysis this situation is characterized by neither INB limit crossing the horizontal axis. Thus zero is always contained in the confidence interval, and no matter how much or how little one values a unit of effectiveness, there is no evidence that either standard or treatment is more cost-effective than the other.

Another advantage is the INB’s ability to generalize to more than one measure of effectiveness. (In a trial of anticoagulants one might be interested in deaths, strokes and major bleeds.) If there are \( p \) measures of effectiveness, and letting \( \mu^{(k)} \) be the difference of the expected value for the \( k \)th measure, then \( b(\lambda) = \sum_{k=1}^{p} \mu^{(k)} \lambda_k - v \), where \( \lambda_k \) is now the vector \( (\lambda_1, \lambda_2, \ldots, \lambda_p)' \) of values ascribed to the various units of effectiveness. This results in a single measure of cost-effectiveness, whereas an ICER approach would have \( p \) measures – one for each measure of effectiveness. Patient preferences can be incorporated into INB. Suppose treatment was more invasive or less convenient than standard, and consequently, if they were equally effective, patients would prefer to receive standard. If \( w \) is some measure of a patient’s willingness-to-pay to receive standard rather than treatment, assuming they were equally effective, then \( b(\lambda) = \sum_{k=1}^{p} \mu^{(k)} \lambda_k - v - w \). If patients preferred treatment, then \(-w\) is the willingness-to-pay to receive it rather than standard. Methods for estimating willingness-to-pay are discussed in the literature [22, 23].

INB’s advantages notwithstanding, further work is required. The model needs to be modified to account for discounting for future benefits (effectiveness) and costs as is common with economic models. Additionally, statistical methods need to be extended to the case of censored quality-adjusted survival. Although there are some models for estimating the mean and variance for censored quality-adjusted survival [24], the covariance with the estimator of mean costs needs to be derived.

The issue of covariate adjustment when estimating expected effectiveness and costs needs to be addressed, particularly for non-randomized studies. For uncensored data, parametric regression models could be used for either effectiveness or costs. Parametric regression models could also be used for censored survival data. Lin [25] proposes linear regression model for covariate adjustment for censored cost data.
APPENDIX

A1. The variance estimator for \( \hat{\mu}_j \)

\[
\hat{V}(\hat{\mu}_j) = \sum_{k:t_j \leq t_j \leq \tau} \left[ \frac{A_j^2(t_{jk})d_{jk}}{n_{jk}(n_{jk} - d_{jk})} \right]
\]

where

\[
A_j(t_{jk}) = \int_{t_{jk}}^{\tau} \hat{S}_j(u)du = \sum_{l:t_{j} \leq t_{jl} \leq \tau} \{ \hat{S}_j(t_{jl})[\min(\tau, t_{j,l+1}) - t_{jl}] \}
\]

A2. The estimators of the variance of \( \hat{\nu}_j \) and the covariance between \( \hat{\mu}_j \) and \( \hat{\nu}_j \)

The quantity \( e_{ji} \) are the patients’ survival times, which may or may not be observed. Let \( U_{ji} \) be the censoring time for patient \( i \) on therapy \( j \). Consider the following definitions:

\[
x_{ji} = \min\{ e_{ji}, U_{ji} \}
\]

\[
\delta_{ji} = I(e_{ji} < U_{ji}), \text{ where } I \text{ is the indicator function}
\]

\[
Y_{jki} = I[x_{ji} \geq z_k \text{ and } (x_{ji} \geq z_{k+1} \text{ or } \delta_{ji} = 1)]
\]

\[
R_{ji} = \sum_{l=1}^{n_j} I(x_{ji} \geq x_{jl})
\]

\( c_{jki} \) is the cost for patient \( i \) during interval \( k \)

Then \( \hat{V}(\hat{\nu}_j) = \sum_{i=1}^{n_j} \sum_{k=1}^{K} \sum_{l=1}^{L} W_{jki} W_{jli} \) where

\[
W_{jki} = \frac{\hat{S}_j(z_{k})Y_{jki}(c_{jki} - c_{jki})}{m_{jk}} - \hat{S}_j(z_{k})c_{jki} \left( I(x_{ji} \leq z_k)\delta_{ji} \frac{R_{ji}}{m_{jk}} - \sum_{l:x_{ji} \leq \min(z_k, x_{jl})} \delta_{jl} \frac{R_{jl}}{m_{jl}} \right)
\]

Recall that \( m_{jk} = \sum_{i=1}^{n_j} Y_{jki} \) and \( c_{jki} = \frac{1}{m_{jk}} \sum_{i:x_{ji} = 1} c_{jki} \).

Let \( \hat{C}(\hat{\mu}_j, \hat{\nu}_j) \) denote the estimator of the covariance between \( \hat{\mu}_j \) and \( \hat{\nu}_j \). Then

\[
\hat{C}(\hat{\mu}_j, \hat{\nu}_j) = -\sum_{i=1}^{n_j} \left( Q_{ji} \sum_{k=1}^{K} W_{jki} \right)
\]

where

\[
Q_{ji} = \frac{I(x_{ji} \leq \tau)\delta_{ji}A_j(x_{ji})}{R_{ji}} - \sum_{l=1}^{n_j} I(x_{ji} \leq x_{jl})U(x_{jl} \leq \tau)\delta_{jl}A_j(x_{jl}) \frac{R_{jl}^2}{R_{jl}}
\]

and

\[
A_j(t) = \int_{t}^{\tau} \hat{S}_j(u)du
\]
A3. The derivation of \( \hat{C}(\hat{\mu}_j, \hat{v}_j) \)

From Lin et al. [17]

\[
n_j^{1/2}(\hat{v}_j - v_j) = n_j^{-1/2} \sum_{i=1}^{n_j} \sum_{k=1}^{K} \xi_{jki} + o_p(1) \tag{A1}
\]

where

\[
\xi_{jki} = \frac{S_j(\hat{x}_k)Y_{jki}[c_{jki} - E(c_{jki}|Y_{jki} = 1)]}{E(Y_{jki})} - \frac{E(c_{jki}|Y_{jki} = 1)S_j(\hat{x}_k)\int_{0}^{x_{jki}} \frac{dM_{ji}(t)}{Pr(x_{ji} \geq t)}}{\sum_{k=1}^{K}RCAN_{jki}}
\]

where \( M_{ji}(t) = \delta_{ji}I(x_{ji} \leq t) - \int_{0}^{t} I(x_{ji} \geq t)M_{ji}(t) \) and \( \Lambda_j(t) \) is the cumulative hazard function

\[
\int_{0}^{t} \frac{d \log S_j(u)}{du} du
\]

By the arguments of Gill [26]

\[
n_j^{1/2}(\hat{\mu}_j - \mu_j) = -n_j^{-1/2} \sum_{i=1}^{n_j} \int_{0}^{t} \frac{a_j(t)}{Pr(e_{ji} \geq t)} dM_{ji}(t) + o_p(1) \tag{A2}
\]

where \( a_j(t) = \int_{0}^{t} S_j(u) du \) and \( S_j(t) = Pr(e_{ji} \geq t) \).

Because the right-hand side of both equations (A1) and (A2) are normalized sums of \( n_j \) i.i.d. random variables, if follows from the multivariate central limit theorem that \( n_j^{1/2}(\hat{\mu}_j - \mu_j, \hat{v}_j - v_j) \) is asymptotically zero-mean bivariate normal with covariance equal

\[
-\mathbb{E} \left\{ \left[ \int_{0}^{t} \frac{a_j(t)}{Pr(e_{ji} \geq t)} dM_{ji}(t) \right] \sum_{k=1}^{K} \xi_{jki} \right\}
\]

By replacing all the unknown parameters by the respective sample estimators, we obtain \( \hat{C}(\hat{\mu}_j, \hat{v}_j) \).
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