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It gives me great pleasure to congratulate Drs. Prentice and Huang on an excellent, thought-provoking article on statistical issues and opportunities in nutritional epidemiology research. The authors addressed several important challenges in obtaining reliable information on dietary intake, such as random and systematic biases in self-reported dietary data and high cost of biomarker measurements. They also suggested ways to develop additional biomarkers and to improve statistical strategies. In this brief commentary, I will focus on a couple of questions posed in Section 3 of the article, namely, how to make efficient statistical inference when expensive biomarkers are measured only on a subset of cohort members and how to optimally select cohort members for biomarker measurements.

Let $T$ denote the failure time, $X$ denote the set of expensive biomarkers, $Z$ denote the set of inexpensive covariates that is potentially correlated with $X$ and $W$ denote the set of inexpensive covariates that is known to be independent of $X$. We specify that the hazard function of $T$ conditional on $X = x$, $Z = z$ and $W = w$ satisfies the proportional hazards model (Cox, 1972)

$$\lambda(t|x,z,w) = \lambda_0(t) e^{\beta^T x + \gamma^T z + \eta^T w}, \quad (1)$$

where $\lambda_0(t)$ is an unspecified baseline hazard function, and $\beta$, $\gamma$ and $\eta$ are unknown regression parameters.

The failure time $T$ is subject to right censoring by $C$, such that we observe $\widetilde{T}$ and $\Delta$ instead of $T$, where $\widetilde{T} = \min(t, C)$, $\Delta = I(T \leq C)$, and $I(\cdot)$ is the indicator function. Let $\mathcal{S}$ denote the set of cohort members who are selected for measurements of $X$, and $\overline{\mathcal{S}}$ denote the complement of $\mathcal{S}$. The selection can depend on $(\widetilde{T}, \Delta, Z, W)$ in any manner.

Write $\theta = (\beta^T, \gamma^T, \eta^T)^T$ and $\Lambda_0(t) = \int_0^t \lambda_0(s) \, ds$, and let $P(\cdot)$ denote a conditional density function. For a subject in $\mathcal{S}$, the likelihood contribution is the density of $(\widetilde{T}, \Delta, X, Z, W)$; for a subject in $\overline{\mathcal{S}}$, the likelihood contribution is the density of $(\widetilde{T}, \Delta, Z, W)$. Thus, the log-likelihood function concerning $\theta$, $\Lambda_0$ and $P(x|z)$ takes the form

$$\sum_{i \in \mathcal{S}} \left\{ \log P(\widetilde{T}_i, \Delta_i|X_i, Z_i, W_i) + \log P(X_i|Z_i) \right\} + \sum_{i \in \overline{\mathcal{S}}} \log \int P(\widetilde{T}_i, \Delta_i|x, Z_i, W_i) P(x|Z_i) \, dx.$$

Under the assumption that $C_i$ is independent of $T_i$ conditional on $(X_i, Z_i, W_i)$,

$$P(\widetilde{T}_i, \Delta_i|X_i, Z_i, W_i) \propto \left[ \lambda_0(\widetilde{T}_i) e^{\beta^T x + \gamma^T z + \eta^T w} \right]^{\Delta_i} \exp \left[ - \int_0^{\widetilde{T}_i} e^{\beta^T x + \gamma^T z + \eta^T w} \, ds \right]$$

(Kalbfleisch & Prentice, 2002, p. 54). If $C_i$ is independent of $T_i$ and $X_i$ conditional on $(Z_i, W_i)$, then $P(\widetilde{T}_i, \Delta_i|x = x, Z_i, W_i)$ is the product of

$$\left[ \lambda_0(\widetilde{T}_i) e^{\beta^T x + \gamma^T z + \eta^T w} \right]^{\Delta_i} \exp \left[ - \int_0^{\widetilde{T}_i} e^{\beta^T x + \gamma^T z + \eta^T w} \, ds \right]$$

and a function that does not involve $x$ or $(\theta, \Lambda_0)$ and thus can be factored out of the integral in the second term of the log-likelihood function.

We adopt nonparametric maximum likelihood estimation, under which both $\Lambda_0$ and $P(x|z)$ are nonparametric. The estimation can be carried out through EM algorithms. The resulting estimators of $\theta$ and $\Lambda_0$ are consistent and asymptotically normal. In addition, the estimator of $\theta$ achieves the semiparametric efficiency bound. The interested readers are referred to Zeng and Lin (2014,1) for details.

Drs. Prentice and Huang described case–cohort and nested case–control designs, which assume that all cases are selected. In large cohorts with relatively common diseases, it may not be economically feasible to measure biomarkers on all cases. Indeed, it is unclear whether or not cases should take
precedence over controls or which cases and controls are the most informative. Lawless (2018) suggested to select the cases with the smallest failure times and the controls with the largest censoring times. In addition, Borgan, Langholz, Samuelsen, Goldstein and Pagoda (2000) stratified the selection of the sub-cohort in the case–cohort design on inexpensive covariates, and Langholz and Borgan (1995) used inexpensive covariates to select ‘counter-matched’ controls at the failure time of each case.

In recent unpublished work, my colleagues Drs. Ran Tao and Donglin Zeng and I investigated the efficiency of such sampling designs. The design efficiency pertains to the semiparametric efficiency bound for estimating the regression coefficients of expensive covariates. We developed optimal designs that are the most efficient among all possible sampling designs. We found that the design suggested by Lawless (2018) is optimal if there are no inexpensive covariates. In the presence of inexpensive covariates, a design that selects an equal number of subjects at the two extreme tails of martingale residuals in each stratum of inexpensive covariates is optimal and can be substantially more efficient than the existing sampling designs.
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